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Poszensnymo npooaemy, nossnzamy 3 nowyxom
onmumanvHoi cmpamezii  YIHOYMEOPEHH KOM-
NAHIEID-NOCMAYATIGHUKOM Y PA3i NOA6U Y Hei KOH-
KYypenma, wo NponoHye HudiCwy uiny npooyxuii.
Bunuxnenns maxoi npoéiemu nopooicye neodxio-
HICMb NOWYKY ONMUMATBLHOZ0 WAAXY 3HUNCEHHS
CB0¢€1 6i0NYCKHOT YiHUL, 3 MEMOT0 He npoZpamu 6 azpe-
CUBHOMY KOHKYPEHMHOMY Cepedosui, wo (opmy-
€MbCA HOBUMU 2PABUAMU, WO 3AX00AMb HA PUHOK
31 c6i00MO Kpawumu nponozuuismu. /na eupiwen-
HA yiei npooaemu po3podieno anzopumm ubéopy
suzpawHux cmpameeiil Ha OCHOBI OUIHIOBAHHSA CMPa-
meziMHUX MOJNCAUBOCMEN KOHKYPEeHMA 6 Ymoeax
HeeU3HaeHOCMi.

3anpononosano 0 OWiHKU éapmocmi moea-
PY 6 cucmemi <nOCMAYANLHUK — CROICUBAY> GUKO-
pucmosysamu nowsmms macumaoy l-zo pieus.
Hoxasano, wo npu maxomy nodanni cmae Mmooic-
JIU6010 Ge3poIMIpHA OUIHKA UTHOYMBOPEHHS MO6A-
PY, He3aneHcHo 6i0 1020 6udy abo HAMYpansHo-
20 2pow06ozo eupaxcenns. /na popmanizosarozo
onucy 6i0HOCUH KOMNAHII-nOCMAaMaIvHUKa i KOM-
NAaMii-KOHKYpeHma 3anponoHo8ano 6UKOPUCMAHHS
meopii cmpameziuHux ie0p, Mampuys epu 6 AKil
dopmyemocs na ocnoei ynisepcanvHUx pieHAHb
peepecii. Ocobausicmio 3anponoHoeanux piuens €
me, w0 3HAMEHHS BUZPAWLY 6 MAMPUYL 2DU BUIHAUA-
E€MbCA pllennsam onmumizauiinoi 3adaui Ha ocHosi
PpieHanHA peepecii, WO ONUCYE GNIUE MPAHCNOPM-
HUX eumpam, npuGymxky ma nodamxy Ha 000awy
eapmicmv (VAT) na uiny epu. Bcmanoeaeno, wo
npu maxomy onuci Mae micye zpa 3 ciduoeor0 moi-
K010 i vucmoi yinoro epu z=—0,5. Ha niocmaei mame-
MaAMuuH020 M00EI06AHH 6CMAHOBIIEHO, WO 6UOIDP
KOMNAHii-nocmanasvHuKa o6mexncyemovcs cmpa-
mezisamu, 8 AKIU 6AACHUI NPUOYMOK MAE 3HAX00U-
Mucs no6auU3sy cepeov020 60 MIHIMAILHO MONHCU-
6020 3HAMEHHS.

Po3spooneno npoenosna moodenv cmpamezivnux
Mooicaugocmeli KOHKYpenma 6 cucmemi <nocma-
YANGHUK — CROJCUBAY>, WO NPeOCMABIAE CO0010
ynieepcanvie piensanns peepecii. Ha niocmasi nvozo
Modsice Oymu 3poONeHO KOPUZYEAHHA HUCETLHUX
NOKA3HUKIE KOMNOHEHMIE UIHOYMBOPEHHS MOoeapy.
Hoxasano, wo maxe xopuzysanns 0onyckae HAs6-
HiCmb 0eKinbKoX alvmepHamus, AKi 3600amov 00
Hyas nepesazu Konxypenwma. O6rpynmosano oome-
JHCEHHS HA 00epICY6ani piueHHsl, N06 A3aHi 3 060Ma
o0cmasuHamu: npuUnYuweHHi PO MoUHICMb 6U3HA-
UeHHS. KOMROHEHMIB UIHOYMBOPEHHS Y KOHKYpeHma
i HaseHicMI0 0COOIUBOCMET ONOOAMKYEAHHS 8 MIdC-
HAPOOHUX 8AHMAINCONEPEEEICHHAX

Kantouoei cnoga: cucmema <nocmauwanvHux -—
cnoxcusan>, macumaé l-piens, cmpameziuni modic-
AUBOCMI, ONMUMANLHA cmpameeisi, WiHA epu, pie-
HAHHA peepecii
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1. Introduction

consumers brings along potential risks. They relate to two

The emergence of new competitors for a company with
the established channels to sell products to permanent

essential factors: a lower price for products offered by such
new competitors, and the natural desire of a consumer to
replace the supplier with the one that proposed lower prices.




Even in cases when consumer has a conservative position in
the system of relations with suppliers, the company is forced
to search for reserves to reduce the price for its products,
in particular to bring down its cost by conducting organi-
zational and technical activities. Such activities include,
among others, the processes of technical re-equipment of
production, considered as one of the options for strategic
planning. The effectiveness of these activities could be
assessed by the magnitude of production cost reduction,
decreasing material costs, as well as additionally received
profit [1]. Its average magnitude over a selected time inter-
val can be defined based on the duration of a period prior
to the implementation of activities, duration of enterprise’s
activities under conditions for implementing measures on its
technological development, average efficiency of the enter-
prise prior to carrying out measures aimed at technological
development, technical development effectiveness [2].

If an activity aimed at technical re-equipment is chosen
as the best among the available alternatives, it is advisable
to use, as its effectiveness, the indicators for a minimum of
reduced costs or an investment payback period [3]. Such a
way to reduce the price of its product is associated with time
and financial costs, which should be minimized to achieve,
within a permissible period, advantages, in terms of price
against a new competitor.

Another alternative could be the optimization of pro-
cesses related to supply chain management (SCM) [4]. This
way is promising enough, because it is not directly related
to changes in the structure of production, which requires
raising funds on technical re-equipment, capital for repair
and reconstruction, that is, activities aimed at reduction of
production costs. However, there are problems of another
nature, requiring solutions, specifically, the need to find an
optimal interaction between participants of logistics pro-
cesses. Such interactions are taken into consideration in the
framework of generating optimal production volumes and
determining optimal prices in the markets under conditions
of monopoly or oligopoly. If we consider a special case of oli-
gopoly, duopoly, the principles for making rational decisions
are based on finding the equilibrium solutions in the sense
of Stakelberg, Cournot, Nash [5]. Diversity in approaches to
resolving relevant issues makes it possible to argue about the
relevance of search for a rational way to reduce the selling
price. It defines the possibility of a company not to lose in an
aggressive competitive environment, formed by new players
entering the market with offers that are obviously better.

2. Literature review and problem statement

The concept of SCM is presented as a new business
ideology, in whose framework an entire complex of tasks is
solved, related to planning and managing all types of supply
chain operations [6]. Under such an approach, it appears ap-
propriate to take into consideration within this complex the
innovative policy of an enterprise. This aspect is typically
considered from several perspectives: the impact of knowl-
edge exchange at SCM on the effectiveness of new product
introduction and its transfer to logistic business [7, 8],
modelling the interaction of processes rerated to enterprise
sustainability, its innovation activity, and market demand
within SCM [9].

Despite the obvious fact that theoretically the concept
of SCM is very attractive, its readiness for widespread

practical implementation is much debated. Indeed, an
analysis of papers [6—9] reveals that within the framework
of SCM development, either empirical or purely theoret-
ical aspects prevail. In particular, it concerns the issues
related to the study of the impact of innovation activity of
an enterprise on improvement in its competitive positions.
Confirmation could be found in papers [10, 11] where sup-
ply chain management is represented in the form of a func-
tional, integrating the internal and external, in relation to
a company, business functions and business processes into
a unified business model.

It is obvious that attempts to formalize these processes,
as well as the construction of a mathematical apparatus for
it, can present significant challenges. Apparently, a partial
solution to the problem posed by the complexity to describe
the functioning of such systems should be sought in the use
of information technologies. This view is reflected, for exam-
ple, in study [12], in which information systems are consid-
ered to be the mechanism of process synchronization inside
a company and throughout the supply chain. In other words,
there is a symbiosis of design, production, and logistics tasks.
Such a view is well-founded, however, the issue on mathe-
matical support for such information systems remains unre-
solved. In addition, when considering the competitiveness of
a enterprise in terms of its capability to minimize the price
of the product, one should somehow formalize the notion of
an innovation activity, introduced into consideration as one
of the main factors for enterprise success in the market [13].
One such optimization model of production planning and
delivery of diversified products was proposed in paper [14],
and this idea was further advanced in [15]. Special features
of solutions, proposed in study [15], is that in order to deter-
mine the optimal production plans, as well as its delivery to
consumers, and investment in production, it is necessary to
obtain equilibrium solutions in the duopoly model. And they
define the equilibrium decisions by Cournot if enterprises
decide to release products simultaneously and independently
of each other, and by Stakelberg if one manufacturer believes
that the competitor would behave as a Cournot duopolist.
Thus, they take into consideration competition not at the
level of individual enterprises but between supply chains.
The advantage of such a method is that it allows practical
implementation of actual production programs. This to some
extent eliminates the issue of excessive theorization on this
problem as a dominant approach in the study of the concept
of SCM, which acts as a significant factor under conditions
of competition.

Logical development of these results is that the model
would account for additional significant factors related to
the techniques and specifics of product delivery to consum-
ers. Confirmation of this can be found in paper [16], in which
the need for dynamic development of distributed logistics
systems and the importance of taking into consideration the
features of the transportation component is dictated by the
conditions of economic globalization. Specifically, it makes
sense to argue about the development of approaches to a
multifactorial analysis of transportation-logistics systems
[17]. The proposed solutions, based on the application of
vector optimization of functionals, represent the pattern
of representation of a logistic system at the macro level,
when each of the modules of this system is represented as a
technological object within which the process of a material
flow transformation takes place. The advantage, in this case,
is linked to the possibility of introducing to the model of a



transportation-logistics system the characteristics of rate of
change in the processes that occur within it. This, according
to the authors of work [17], makes it possible to take into
consideration the dynamic characteristics of the system.
In this case, however, significant problems remain that are
related to the need for a system analysis into each object
involved in the processing of freight flows. In addition, open
question here is routing, which also relates to the choice of
a transport mode, transportation feature, and a technique to
adequately mathematically describe the process.

Solutions, known in this part, relating to multimodal
transportation, are based on using ant algorithms [18] and
their development, in particular by expanding parametric
representation and introduction of weights [19, 20]. Appli-
cation of such algorithms is quite justified, because owing
to convergence there is a guarantee to obtain the optimal
solution. However, due to the problem’s multifactor nature,
the rate of such a convergence cannot be uniquely estimated.
Ways to improve the efficiency of ant algorithms could in-
clude approaches based on combinatorial optimization [21]
and the synthesis of multiple local algorithms that search
for optimal solutions [22]. In relation to the problem on
automobile transportation, one of such modified algorithms
was reported in paper [23]. Specifically, the authors solved
a problem on constructing a rational route between points
of dispatch and destination based on the modified ant al-
gorithm [18], which was supplemented with a parameter
for the function of quality of roads at each section of the
route between points. Such a parameter is a product of the
membership function, describing the condition of a roadway
along the corresponding road section, and an expert estima-
tion of the throughput capacity of this section. In this case,
it is concluded that the introduction of such a parameter
improves efficiency of the algorithm by accounting for ad-
ditional important factors, among which: the relief of traffic
lines, the level of service in infrastructure, the actual climat-
ic conditions, the probability of an emergency.

Based on an actual example, solutions seem convincing
in terms of the practicality of the proposed modification,
but as regards unique effectiveness under conditions of the
specified multifactor nature they are characterized by an
overestimated level of optimism. It is natural that when us-
ing a different transport mode conditions for the application
of the algorithm would be different. The studies that address
the development of principles for intermodal transport
selection include [24, 25]. In particular, they considered
approaches to the substantiated choice of transportation
and principles that form transportation costs. Their priori-
ties include establishing dependences of costs for the freight
containers delivery on distances for transportation by road
and rail transport. However, the organization and planning
of movements of container equipment were not given due
attention. Given the importance of this issue, particularly
in the context of export-import trade, paper [26] used an
example of Odessa region (Ukraine) to propose a scheme of
reverse loading of containers, freed from imported goods,
as a variant to improve activities of a transport and freight
forwarding company. It is an interesting attempt to further
develop the ideas, proposed in a given work, in other regions,
apparently possessing a number of other conditions. In this
case, it would be practically useful to answer the question
about how these conditions could be taken into consider-
ation and how they could affect effectiveness of the solutions,
proposed in [26]. The lack of effective feedback among all

participants in a transportation process is a drawback, noted
in [27]. A conceptual scheme, suggested in this work, must,
according to the authors, improve the efficiency of feedback
under conditions of maritime transportation. However, the
solutions relate to only one type of transportation and only
at the level of a conceptual model.

A particular disadvantage of existing areas of research is
the consideration of problems related to the functioning of
transportation and logistics systems in a single aspect only.
For example, paper [28] estimates quality of third-party lo-
gistics providers, while their other levels are not considered.
Problems of legal regulation in the activities of transport
and logistic systems, including as its structural elements the
transport-forwarding companies, and an analysis of specific-
ity of consumer protection in the framework of functioning
of these systems [29] are not linked to the organization of
cargo delivery schemes. All this suggests the presence of
unresolved issues relating to analytical solutions regarding
the selection of optimal strategies for suppliers. Specifically,
such solutions should take into consideration the limitations
imposed by the peculiarities of functioning of the systems
“supplier — consumer”, taking into consideration the legisla-
tive regulation of international deliveries.

3. The aim and objectives of the study

The aim of this study is to develop an algorithm for the
selection of winning strategies based on the estimation of
strategic opportunities of a competitor under conditions
of uncertainty. That would make it possible to choose the
optimal management strategy in the system “supplier — con-
sumer” by minimizing price advantages of the competitor.

To accomplish the aim, the following tasks have been set:

— to develop an algorithm to estimate a product price in
the system “supplier — consumer”;

—to build a predictive model of strategic opportunities
of a competitor in the system “supplier — consumer” and the
selection procedure depending on their alternatives.

4. Introductory concepts

We introduce the following concepts.

Supplier (player 1) is a product manufacturer, selling it
to consumer.

Consumer is a company purchasing a product from a
supplier.

Aggressive competitor (player 2) is a supplier involved
in the fight for a customer, trying to enter the market with
advantages that are more favorable in terms of price, and to
displace the supplier from the market.

Game is a formalized model of a situation under which
two competitors fight for a consumer; it represents a set of
rules that describe behavior of players.

Features of the game — the first competitor is a constant
supplier of goods to the consumer over a long period of time,
the second competitor is a new company that attempts to
enter the market, pushing out the first competitor from the
system “supplier — consumer” by offering a price advantage.

Consumer loyalty is the attitude of the consumer towards
the supplier, tested over a long collaboration; it implies that
it does not want to break relations with a regular supplier,
and, optionally, provides it with information about player 2.



A player’s strategy is the player’s unique choice of a solu-
tion from a certain valid set.

Vector of input variables X is the vector whose compo-
nents are the factors that form a product price:

x=[]], @

where i is the number of the column vector’s component, 7 is
the number of the column vector’s components, s is the play-
er’s number in the system “supplier — consumer”.

Game matrix is a matrix whose elements describe possi-
ble winnings in each strategy [30, 31]:

z=[2,]= o , @)

where j is the index that corresponds to the number of an
alternative strategy for the first player, £ is the index, which
corresponds to the number of an alternative strategy for the
second player, M is the number of available strategies for the
first player, N is the number of available strategies for the
second player.

The output variable y® is a scalar magnitude, corre-
sponding to the product price: ¥ — for player 1, y® — for
player 2.

5. Principle of forming an estimation algorithm of
the output variable

We introduce the following representation of product
pricing.

The price of a product includes 4 main components:

— cost;

— trans;portation costs (total cost of product delivery);

— value added tax (VAT).

We shall introduce additional concept of the -level scale,
where [ can accept different values.

At [=0, scaling represents a transformation of valid val-
ues for each pricing component of the four mentioned above,
in the range [0; 1]. It is obvious that in this case the range of
values for the output variable corresponds to [0; 4].

If the basic unit to which all other components of pric-
ing are reduced is selected to be the cost of the product of
player 1, then it is appropriate to represent the vector of in-
put variables in the following form:

X(Y) :( ((JY) xis) xgs) xgs))’ (3)

where xq is the product cost, x1 is the transportation cost (to-
tal cost of delivery), x5 is the profit, x3 is the value added tax
(VAT), the index s is here omitted for simplification, consid-
ering the sameness of description for player 1 and player 2.
Output variable in this case is determined as follows:

4
y" =2, 3)
i=1

At [=1, scaling represents the normalization of values for
each pricing component preliminary treated with the /-level

scaling, thus to transfer these magnitudes to the range of

[-1; +1]. In this case, the range of values for the output
variable will depend on the ranges of values for an input
variable for each of the players. Normalization is performed
as follows:

§)' 2x£'j) _(xif)max + xS)min)
¥l = o 5 ,i=len4, r=1.R, ()
xn" max _xn.' min
where x% is the normalized value for the input variables

(the scale of level /=1)

(s)

v

(5) )

7 )Y ri min
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7 is the index characterizing the number of a conditional
experiment, at which the magnitude x((f)), is determined,
R is the total number of conditional experiments, at which
magnitude x((f)) is determined.

If we assume that one can select a value for x((l‘)) in the
assigned range at own discretion, that is, there are no re-
strictions for choice, and the basic unit is the product cost of
player 1, it is advisable, for example, the following choice for
each input variable:

—ats=1:

x(%; =1,

3 = L2 =0.2,
X = 1% = 0.2,

1+9 —09
X max = 1, X 3ymin = 0,2

—at s=2:

=0,5,

min

10
=L

2 2
x((l)) =1,x§1) =0,2,

) min

2
x(Z)max = 1’ x((z)) = 072’

min

() 1,0
X —1,x(3)

(3)max

in=0,2.

The physical essence of the selected numerical values is
as follows:

— for s=1:

— transportation cost of player 1 is in the range of
(20-100) % of the cost of the product of player 1,

— profit of player 1 is in the range of (20—-100) % of the
cost of the product of player 1,

— value added tax (VAT) of player 1 is in the range of
(20-100) % of the cost of the product of player 1.

— for s=2:

— product cost of player 2 can be less than the cost of
the product of player 1 by two times and is in the range of
(50-100) % of the cost of the product of player 1,

— transportation cost of player 2 is in the range of
(20-100) % of the product cost of player 1,

— profit range of player 2 is (20-100) % of the cost of
the product of player 1,

— value added tax (VAT) of player 2 is in the range of
(20-100) % of the cost of the product of player 1.

It is possible to assign other numerical values (in % to the
cost of the product of player 1).



When assigning such ranges of input variables, the range
of values for the output variable is:

— for player 1: [1.6; 4];

— for player 2: [1.1; 4].

Therefore, we obtain a plan for the full factorial exper-
iment: R=23 (for s=1) and R=2% (for s=2). These plans are
given in Tables 1, 2, respectively.

describes the influence of all price-forming components on
price of the product, and it is easy to verify by substituting
in equation (5) the values for input variables for any row of
the plan (Tables 1, 2).

Coefficients’ weights in the regression equations in this
case are derived quite simply:

R
a’ =R 2Py, i=0,..n. (6)
r=1

Table 1
Plan of experiment R=23 (for s=1)
. bl However, if we consider the problem of competition in
No. of nput variables, x; Ou.tlt’:llt the system “supplier — consumer” as a strategic game, of spe-
C;I;Cnrtl B I U B O B I B O P O e VaZﬁ) © cial interest are not the values for output variables y® and
y®, but the difference between them:
1 1 1 +1 1 +1 1 +1 4
2 102 1] 1 |+t |1 |+t 3.2 z, =y -y (7)
3 1 1 +1 02| —1 1 +1 3.2
4 L loal 1ozl -1 1 | =1 24 where z, is the price of the game, defined as follows: a win of
- . P PR I I . 2 player 1 equals a loss of player 2.
i B : If, in this case, one solves the problem regarding player 1,
6 L jo2 ) -1 1 | +t]02] -1 2.4 which corresponds in essence to its desire to stay in the
7 1 T [ +1]02|-1]02] -1 2.4 market, then one can consider that player 2 has sixteen
S 1t o2 24 lo2] 21 ]o2]| 21 16 possible strategies. Each of them corresponds to the 7-th
row in Table 2. In other words, it is assumed that player 2
Table 2 operates, when choosing strategies, the extreme values in
Plan of experiment R=2* (for s=2) the range of the input variables. This assumption is justi-
. fied at this stage, because there is an uncertainty related to
No. of Input variables, x; Ou_t%lllt the estimation of numerical values for the product pricing
ri- } ! ! ariable, i -
e?npeit 20 | 2| £ | 5@ | 20 | L0 | 0 | de(dz) ¢ components of player 2. Un.der condltlons of sth uncer
tainty, the task of player 1 is to estimate the price of the
1 T+t 1 |+ 1 |+ ] 1 |+ 4 game and, consequently, to evaluate its potential winnings
2 05 <1 1 [ +1] 1 | +1 1]+ 35 for each of these sixteen strategies of player 2.
3 L1022 <11 1 [+1] 1 |+t 39 [3Jnder such a cgn;ideration, the plan Qf experiment
. o5 1oz =t 11 1111 =1 57 R=2° (for s=1) for building a regression equation will have a
il il . general form given in Table 1, but the column for the output
5 T+t j+1j02) 1)1 +1 3.2 variable will contain the price of the game. Thus, we form
6 05| -1 1 [+1]02|-1| 1 |+ 27 16 tables for the plan of experiment R=23, based on which
7 tl+1102 4102 4] 1]+ 24 one can calculate estimates for the coefficients in the regres-
8§ 05| -1]02] 102 1] 1 [+1] 19 sion equation.
9 1t ]+t 1 |+t 1 | +1]02 -1 3.2 Table 3
10 05| -1] 1 |+1] 1 |+1]02]-1 2.7 Plan of experiment R=23 (for s=1) at estimation
1 1 | +1702] -1 1 | +1]02| -1 2.4 -
D) 5 . 5 1 . 5 . . No. of Input variables, x; Output
051 -1102)- A 9 experi-| o T o [ o [ o | o [ o | o | veriable
13 1t |+t 1 | +1]702-1]02| -1 2.4 ment | %o Xy Xy Xy Xy X3 X3 2z,
14 05| -1 1 | +1]02]|-1]02] -1 1.9 1 1 1 +1 1 +1 1 +1 4
15 | 1 | +1]02]-1]02 -1 02]-1 16 2 t o2 | [ o [+t | 1 [+ ] 32
16 05| -1102|-1]02|-1]02] -1 1.1 3 1 1 +1 0.2 -1 1 +1 3.2
4 102 ] -1 ]02] 1] 1t |+1] 24
Based on data from Tables 1, 2, one can build the linear s . : 0 : 1 oo : 39
regression equations in the form (5), describing the depen- : _ :
dence of product price on its constituent components for 6 t 102] 1 1 1102 ] 1 2.4
both players. 7 1 1 1102 -1 (02| —t 2.4
8 tlo2] -t]o2]-1]o2]-1] 16

vV =a,+ax! +. . +axV. 6))

It is obvious that equation (5) is a special case of the
Kolmogorov-Gabor regression polynomial, which does not
take into consideration factors of the pairwise and the
higher-order interactions. Such a simplified structure of
the regression polynomial is appropriate due to the speci-
ficity in determining an output variable from formula (3).
The regression equation, obtained in this case, accurately

The matrix of estimates for the coefficients in the regres-
sion equations, calculated from formula (3), takes the form

1,2
0,4
-0,4 |
0,4

a =



Therefore, under the existing variant of the choice of range In this case, the highest net price of the game, which
of numerical values for input variables in the natural form  minimizes the maximum loss of player 2, takes the form
all three components of product pricing for player 1 (trans-
portation cost, profit, VAT) exert an equal influence on the
price of the game. Particularly, this effect is negative — with
an increase in the absolute value for each of these components
the price of the game decreases. And that means that the The values for a and B are given in Table 5; boundaries of
win of player 1 reduces. The physical essence of this result is  the respective cells are highlighted with double lines.
obvious — player 1 should strive to reduce the
magnitude of product pricing components to Table 5
minimize the advantages of player 2, offering Calculation of the upper and lowest net price of the game for the matrix of the

B=min2(x)=minmas (2" ). an

the consumer the lower price for the product. game, given in Table 3
The question arises — which component is to —
be reduced? Choosing a decrease in the cost tl2l3lalsle6l7! 8191011l 1213014 15/ 16 z(xﬁ”)

by player 1 should not be considered because |;_¢
it entails the implementation of a set of mea-
sures related to the financial and time costs. 1 [24[19[16[11|1.6]1.1|0.4| 0.3 [1.6]1.1]0.8/ 0.3 [0.8{ 0.3 | 0 |-0.5] —0.5
Such activities might include the renewal
of equipment, modernization, and technical
re-equipment of production, investment in
new technology development, etc. If player
2 tries to enter the market aggressively, then 3 [1.6/1.1/0.8/0.3]0.8[0.3]| 0 |-0.5/0.8{0.3] 0 |-0.5| 0 [-0.5|-0.8[-1.3| -1.3
such costs in the short term could lead to
that player 1 loses the supplier and loses the ()l 4|1 9| 1.6]1.11.6(1.1]0.4] 0.3 |1.6]1.1]08] 03 [0.8] 03 | 0 |05
competition. An option of variation could
be a profit margin — under conditions of
the aggressive strategy of player 2, this option is the least Table 5 shows that one can argue about the game with a
expensive, although it should be considered as a temporary  saddle point and a net price of the game z=-0.5. However,
measure. One can choose 3 strategies, corresponding to the  this result does not suit player 1, which turns out to be a
three levels of values xﬁ”. In the normalized form, these are:  loser. Such a situation is possible if player 2 chooses strat-

2 | 21.5(1.2]0.7{1.2|0.7]0.4|-0.1|1.2/0.7{0.4|-0.1|0.4|-0.1|-0.4| -0.9| -0.9

— strategy 1: x%l) =-1; egy No. 16, that is, it offers the consumer the lowest possi-
— strategy 2: x\) =0; ble price, all components of which are minimal (experiment
— strategy 3: x21) =+1. No. 16 in Table 2). Thus, player 1 must find a solution that as a

Fixing the magnitude xg) at these three levels and using ~ minimum would provide for a price reduction for its product by
the resulting matrix of coefficients estimates, it is possible,  the magnitude z=0.5. In this case, if the consumer is loyal, play-
based on equation (5), to calculate the win of player 1 when  er 1 can remain in the system “supplier — consumer”, at least for
player 2 chooses any of its 16 strategies (Table 4). a period of time during which it can take additional measures.

Table 4

Game matrix 6. Building a predictive
model of strategic
opportunities for player 2
under conditions of
uncertainty

s=2 Strategies of player 2
s=1 1 2 13| 41]15]| 6 7 8 9 |10 (11| 12 | 13| 14 | 15 16
Strate- | 1] 24 1916111611 04|03 16]11]08] 03 08] 03] 0 [-05
giesof | 2| 2 [15]12]07(12]07 |04 |-01[12[07[04|-0.1]|04|-0.1[-04]-09
player1 | 31 16(1.1[08[03[08[03] 0 [-05[08[03] 0 [-05] 0 |-05|-08]|-13 Estimation of actual oppor-
tunities for player 1 to minimize
Table 4 shows that by choosing strategy j, player 1 en-  the price of the product can be conducted based on data from
sures a guaranteed winning z xj1 , equal to the smallest  Table 5. It shows, for example, that it can ensure a high win

element from set L(x§.1),x(2 ), cZ z=2.4 (if player 2 chooses strategy No. 1), z=1.9 (if player 2
chooses strategy No. 2), z=1.6 (if player 2 chooses strategies

W)~ o W .2 Nos. 3, 5,9). There are several variants of the worse win when

Z(xf ) Hj(%)n[‘(xf * ) ® player 2 chooses strategies Nos. 4, 6, 11, 13, 7, 8, 12, 14. If

player 2 chooses strategy No. 15, the win of player 1 is equal
The lowest net price of the game, which maximizes the  to zero. However, in this case, the loss of player 2 also becomes
guaranteed winning of player 1, takes the form zero. Thus, strategy No. 15 does not yield benefits to anyone,
that is, the players” odds against the consumer are equalized.
Ranges of opportunities for player 1 for winning are
shown in Fig. 1.
It follows from Fig. 1 that the opportunities for player 1
The task of player 2 is to minimize its maximum loss, in ensuring a particular magnitude of win fully depends

o= maxz(x(1)): max IninL(x(1),x(2)). )

KO RORNC

calculated as follows: on the strategy which chooses player 2. However, this in-
formation is not available for player 1. Therefore, it must
z(x,(f)) = m%xL(x“),x,(f)). (10)  either obtain it from any sources, for example, making use of



consumer loyalty, or from its own hidden sources of informa-
tion, or to somehow eliminate the uncertainty regarding the
assessment of possible strategies of player 2. That is, it is nec-
essary to narrow the range of possible strategies for player 2.

3
© Maximally possible win of player 1
2.5 o
o Minimally possible win of player 1
2 o
_ L5 o o e) o
?:% | o o o o
<, o o o o o
o
S 05 5
§ o o o o [e] o
O =} o o
5 10 15 20
-0.5 8 = =
o
-1
o
-1.5
Strategies of player 2

Fig. 1. Maximally and minimally possible wins of player 1

This could employ the regression equation in form (5),
in which an output variable is the product price of player 2
(y™®), and the estimates” coefficients are calculated from
formula (6). It is obvious that all the conclusions about the
structure of this equation for player 1 hold also regarding
player 2. The matrix of coefficients’ estimates therefore takes
the form

2,55
0,25
0,40 |.
0,40
0,40

a? =

It follows that input variables x1, xs, x3 have the same
power in terms of impact on the magnitude of price as is
the case for player 1. However, in terms of input variable xy,
player 2 has a clear advantage. This circumstance is very
important, because player 2 has an opportunity to ensure the
cost for its product by 2 times lower than player 1.

The opportunities for player 1 to minimize the price of
a product are limited because it cannot vary the cost. Vari-
ation of profit cannot guarantee an advantage or, at least,
minimize the advantages of player 2 (Table 4). Therefore,
there remains a possibility to vary the input variables x1 and
x3— a value added tax (VAT). On the other hand, player 2
can vary any of the input variables.

In such a situation, the following is important for player
1. If information on the product cost and profit of player 2
is unavailable to player 1 in full, the uncertainty in the es-
timation of the transportation cost and value added tax can
be reduced. Assuming that player 1 does not have its own
sources of information regarding pricing of player 2, there
remains the one way out. It implies the existence of an ana-
lytical descriptions, which makes it possible, based on avail-
able information on pricing, to determine, from variables xfz)
and 2, 2% and x” (hereafter the designations of input
variables have superscripts to identify a player).

On this basis, it is possible to calculate the required
values for x and x{’, and thereby assess the own opportu-

nities to compensate for the price advantage of player 1 (due
to low values for xf) and xgz)) by reducing transportation
cost and the magnitude of VAT related to it. However, in this
case, we must consider an important circumstance — VAT
reimbursement depends on logistics features in delivery of
goods, associated with the factor of internationality.

Analytical solution to this problem could be derived
based on regression equation (5), in which the estimates
of coefficients correspond to matrix a®. For further trans-
formations, this equation is conveniently rerecorded in its
entirety:

y?=255+0,252" +0,4x? +0, 42 + 0,42 (12)

Components in a given equation can be rearranged as
follows:

y“h=255+(a25x$%+Q4xfﬁ+(a4xf%+a4xfﬁ. (13)

The aim of such a rearrangement is the “clustering” of
components in pricing based on the principle of estimation
by player 1 “available — non-available”.

We introduce the replacement of variables:

£0=0,25x0 +0,4x, €Y =042 +0, 42, (14)
Considering (14), equation (13) takes the form:
y?=255+EP +£0. (15)

The transformation of the coordinate system, performed
in a factor space of input variables «x!” — ¥ — x{?) — x5,
into a coordinate system in factor space «&512) — &% is de-
noted as the /-level scaling, where [=2. In this case, the valid
values for the ranges of change in the new input variables

i(f) and §(22) can be calculated from the following equations:

®_0,75 ¥ -0,6
() 0,050 212 o 4%~ 16
=0 0,25 04 ] (16)
®_0,6 ®_0,6
0048 —02 0 4% —5 17
&, =0, oA Y a7

Substituting the extreme values for the ranges of input
variables x((f), x1(2), xf), xf) in the natural form, we obtain
valid values for the ranges of change in the new input vari-
ables £ and &?: £® =[-0,65+0,65], g =[-0,8,+0,8]. The
same result will be obtained if we use in formula (14) the
extreme normalized values for input variables x”, x®
2 4

Such a representation is convenient for practical use
when quantifying the opportunities for player 2. For this
assessment, it is needed to include in equation (15) the maxi-
mally possible (y®=4) and the minimally possible (y®=1,1)
values for an output variable, and to solve the resultin
equation relative to &52). The straight sections Ef;) =(p(§(12)§
derived in this case, describe the limits of opportunities for
player 2 (Fig. 2).

When assigning any value for output variable y® from
range [1.1;4], we obtain a single particular direct line
§(22) =0 Ef) , whose any section will be included within the
specified region of constraints.

It should be noted that for player 2 the best variants
correspond to the minimum values of the output variable,

)



that is, the minimum price for its product. Therefore, such
strategies would be preferable for it at which direct lines
ﬁ(;) :(p(&@) are as close as possible to the “lower limit of
opportunities”.

~
vy

el

Fig. 2. Estimation chart of opportunities for player 2 in
coordinates« 8352) - F,(;) »: black rectangle showing the

limitations imposed by the range of variation in the input

variables £ and &} : ———— — Linear (Lower limit of
opportunities for player 2: y=1.1); ———— — Linear
(Upper limit of opportunities for player 2: y=4)

The product price of player 1 can be determined from
a general regression equation, whose coefficients’ estimates
were derived based on Table 3:

y"=2,8+(0,4x" +0,42{)+ 0,4x}). (18)

In equation (18), components are grouped by the prin-
ciple similar to (13). Important is the fact that, given the
feature of determining an output variable and the use of
the orthogonal plan to derive a regression equation, the
estimates of coefficients in the input variables will not
change at a change in the value for y®. This means that the
magnitude z, would change only depending on the primary
coefficient in equation (6) at i=0, that is, on coefficient a,.
Therefore, for any y®, the equation describing the win of
player 1 can be constructed if one knows the dependence
of form ay=f(y®). This dependence is linear (Fig. 3) and
makes it possible to calculate a value for the initial coeffi-
cient in equation

(19)

3
- 0,0
z, —ao+2ai X,
i=1

where a’ are the coefficients’ estimates before the input
variables derived based on Table 3.

The equation that describes function ay=f(y®) with an
accuracy of approximation equal to 1 takes the form:

a,=-2,8+y". (20)

The result is the obtained system of two equations (19)
and (20) in order to assess the win of player 1. If player 1
operates three strategies, corresponding to the three levels
of values xg), as, for example, is given in Table 4, the use of
this system will determine the win at any arbitrary strategy
of player 2, other than the 16 strategies given in Table 4. It
is obvious that any strategy y® will be located inside the

region of permissible strategies for player 2, assigned by plan
R=2* (Table 2).

1.5
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Fig. 3. Function graph a~=f(4?)

In the case under consideration, at y®<y®, player 1
should determine the conditions under which it might have
an equal chance with player 2. To this end, it will suffice to
equate the right sides of equations (18) and (15) and to solve
the resulting equation relative to x!":

2,8+(0,4x" +0,42")+0,4x)) =255+ +£1,  (21)
b
al = Qi af, (22)
where
b, =-0,25+&" + &% —0,4x". (23)

The derived equations (22) and (23) make it possible
for player to operate not three strategies depending on the
level of values for xg), but the larger number of them — at
known xg), one can choose such xP), which equalizes the
chances of players. This means that player 1, forced to
reduce the magnitude y(, gets an opportunity to operate
two variables — the size of its profits and the transportation
cost. The ratios between these variables take the form (22)
and the choice of a particular solution in the form of an ap-
propriate direct line depends on magnitudes &? and &,

Under actual conditions, it is almost impossible to vary
the magnitude !, which is why the problem can be solved
relative to variables x" and x{', assigned by the known
magnitude xg). The solutions, to be derived, will not differ
from solutions relative to xf” and xg), since coefficients in the
regression equation before variables 2\ and x{" are the same.

Upon completion of the described estimation proce-
dures, the resulting values for input variables in the dimen-
sionless form are subject to inverse transformation to the
natural form:

— from the scale of level /=1 to the scale of level /=0:

xr(':) = O,S[.X‘E.:) (xg)max - xi;)min ) + (xS)max + xr(;)min )]7 (24)

— from the scale of level /=0 to natural values, assuming
that the actual values for magnitudes xlm are known, at scale
of level /=0 xf,” =1, the product price is associated with the
pricing components via equation in form (3) and the range
of values for the output variable at scale /=0 matches [0; 4].



In a general form, the algorithm for choosing a winning
strategy is formed by steps given in Table 6.

Table 6
Calculation algorithm for choosing a winning strategy
Num-
ber. (?f Calculation formula Explanat}on to
algorithm operation
step
1 x® :(x(()s) xfs) x,(;) xgs))

Scaling at [-level, [=0

ri max

() _(,) (s)
3 i K4

7 max 7 min

)

Scaling at [-level, [=1
i=1..4, r=1.,R

Scaling at [-level, [=2,
determined based
on consumer loyalty

& =o(5)

4 y? =255+ +8)

5 a,=—-2,8+ y(z)
Calculation of win for
player 1

Construction of general
equation for product
price of player 1

=28+
+(0,4x" +0,4x")+ 0,4}

Choice of permissible
strategies, providing for
equal opportunities or
the win of player 1

by =-0,25+&" +& — 0,4

() (xm _ 4l )+'

ri 7 max 7i min

Transformation from
the scale of level [=1 to
the scale of level =0

x
9 =05
+(x(5)

i max ri min

+a )

Transformation from
scale at level /=0 to

natural values (x" is
the value for the i-th
input variable in the

natural form, x§1)(,:0)

is the value of the i-th
input variable in scale
at level =0, x{ is the
magnitude of product
cost of player 1 in the
natural form)

10 Xt =X x:( (1=0)

Constraints on the choice of strategies as a preliminary
stage of calculations in accordance with the algorithm, given
in Table 6, can be defined based on the calculation of the
price of the game (Table 5).

7. Example of application of the winning strategy
selection algorithm

Initial data and the results of scaling at /-level, required
for numerical realization of the algorithm, are given in
Table 7.

Table 7

Initial data and the results of scaling at Flevel

Compo- Player 1 (s=1) Player 2 (s=2)
nents of rg(t:ls(;i_s (1y | Scale | Scale | | Scale | Scale
product for input 4 e |2t level |at level ‘Z o lat level | at level
price WPUEYC g | =t AN =0 | =
variables
Cost 2 250 | 1 ? ? ?
Trans-
portation| x| 250 | 1 1 ? ? ?
cost
Profit ) | 245] 098 | 095 | ? ? ?
VAT 0 1130 ] 052 | 02 | 2 ? ?
Total 875 | 3.5 750* 3

Note: * — the magnitude y® can be determined from the condition of
consumer loyaltys; it informs player 1 of the product price by player 2

Based on data from Table 6 on the magnitude y®, we
determine from equation (15) the values for Ed.(lz) and g(ﬁ

(Fig. 4).

)

Fig. 4. Calculation of &” and &1

Based on the results &% =0,3 and &Y =0,15, we derive
from formula (23) the magnitude by and by substituting it in
(22), we determine the lower and upper limit of opportuni-
ties for player 1 (Fig. 5).

x1(1)

© b0=-0,2 ®b0=0,6

Fig. 5. Ratios between xf” and xgi) for player 1, which
ensure its equal opportunities with player 2. Dashed lines
show the constraints imposed by the ranges of input
variables (Table 1)



Whatever the value for y, the range of permissible
solutions for player 1 will be located inside the selected
range shown in Fig. 5. When substituting a value for xS)
from Table 6 in equations (22) and (23), the result is the
linear dependence in form (23) at selected initial data. The
corresponding graph is shown in Fig. 6 in green.

e b0=-0,2
= b0=0,6
@ Coordinate that corresponds to actual data
=Linear (Solution at £2(2)=0,15, £1(2)=0,3,x2(1)=0.95)
T

Fig. 6. Relations between xf“ and xg), providing for player
1 equal opportunities with player 2, at the assigned initial
data (line of equal opportunities)

The resulting graph makes it possible to determine the
magnitude by which player 1 should decrease the values for
input variables in order to equalize its chances with the player
having advantages for price by (—0.5) units. Fig. 6 shows that,
in theory, there are two possible ways (shown in Fig. 6 in green
dashed lines):

— by reducing at the same time and by equal magnitude
the values for x and x{, in this case, this magnitude is
0.884; geometrically, this means the movement along a nor-
mal from the initial point at coordinates (xp);xg)): (-0,2,1)
to the line of equal opportunities;

— by not altering the magnitude xgi) and reducing only
the magnitude x".

The second variant seems more realizable in practice,
because it is almost impossible to change the magnitude xg).

It should be noted, however, that if the problem is solved
relative to variables 2" and x{" at constant x{’, the first
path is preferred. This is due to the fact that player 1 gets
more opportunities in terms of variation — both the transpor-
tation costs and the size of profit.

8. Discussion of results of applying the algorithm for
choosing winning strategies

8. 1. Special features of the obtained solutions, their
advantages, and statement of constraints

The obtained results make it possible to approach the
problem on choosing the optimal strategies in two ways. The
first implies, based on using the derived regression equations
of the general form (6), assessing the actual opportunities
of player 1 if player 2 creates benefits in the form of a lower
price for the product. For example, it follows from Table 5 that
player 1, theoretically, has a chance if not to win, then at least
nullify its loss, under the most adverse strategies by player 2.

To do this, it can operate its three strategies if player 2 applies
strategies with 1 to 15. A rough quantitative assessment of this
possibility can be obtained if one builds a mathematical model
in the space of factors (s1—s2), describing the impact of play-
ers’ strategies on the win by the first player (z). Based on this
model, one could resolve the optimization problem on choosing
such a strategy for player 1, which would maximize its win.
The solutions, to be derived, could also indicate the region of
permissible strategies if one varies the input variables s1 and
s2 as follows: s1=[1; 3], s2=[1; 15]. Normalization of these val-
ues can be done by analogy to (4). A procedure to build the
model and a technology to solve the optimization problem can
be implemented similar to the selection method [32]:

— the model is represented in the form of a second-degree
regression polynomial z=/(s1, s2), whose coefficients’ esti-
mates are calculated based on known formulae for central
orthogonal composite plans,

— optimal solutions are searched for at the intersection of
a response surface and the surface of constraints generated
by the experiment plan, and graphically represent the ridge
lines of minima and maxima assigned in the parametric form.

The solution obtained are shown in Fig. 7-10.

4
= =@~ Ridge line T
e=pr=Ridge lines I1-111 35
=@=Ridge line IV
— =Pole 1: 2=-0,0075

— -Pole 2: 1=0,8925 3

1 2 3 4 5
A

Fig. 7. Description of the system of constraints imposed
by the experiment plan in the space of factors (s1—s2):

2
2 2 o~ M .
r(A)=4r(r), (1) =2 L |, A — poles, n;,— linear
T\ 2A
coefficients of model z=As1, s2)
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Fig. 8. Dependence of the win of player 1 on the selection of
constraints radius: z'(A)=1,+2n"s +s"An’, no — initial
coefficient of model z=£s1, s2), s*— matrix of optimal
values for input variables in the normalized form, A — matrix
of nonlinear coefficients of model z=1s1, s2)
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Fig. 9. Set of optimal values for strategies in
the normalized form
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Fig. 10. Set of optimal values for strategies in
the natural form

Fig. 8 shows that the solutions that are on ridge line I are
unacceptable for player 1, because respective strategies will
lead to its guaranteed loss. A zero solution corresponding to
equal opportunities for players is shown in Fig. 8 with a red
horizontal line. Also unacceptable is part of the solutions
along ridge lines II-IIT within region z< 0. The remainder
of ridge lines II-1II and a ridge line IV combed are valid;
they are shown as sets of strategies s1—s2 in Fig. 9 in the
normalized form and in Fig. 10 in the natural form. Based
on Fig. 10, one can select a region of acceptable strategies for
player 1. For example, it follows that strategy 3 for player 1
is not acceptable. Its choice is limited to strategies that are
close to strategy 2 (a profit is chosen near its average value)
or strategy 1 (a profit is chosen near its minimum).

When carrying out the numerical estimation of oppor-
tunities for player 1 based on the proposed algorithm, it can
consider various alternatives for selecting strategies. The re-
sults, obtained in this case analytically, resolve the issue re-
lated to the quantitative adjustments of pricing components.
In this case, the universality of the obtained solutions is very
important, ensured by the introduction of the I-level scale. In
particular, such a representation makes it possible to perform
a dimensionless estimation of product pricing, regardless
of its type or natural cash value. The regression equations,
constructed in this case, are universal as well, as they are

based on the orthogonal plans in the planning region, which
is guaranteed to cover the actual values for the components
of pricing. The latter is ensured by the wide ranges of varied
factors [0.2; 1] for transportation cost, profit, and VAT, as
well as a wide range of product cost for player 2 — [0.5; 1]
in the natural form, reduced to the product cost of player 1.

All this predetermines advantages of the proposed solu-
tions, though we should note considerable constraints im-
posed on them. The constraints relate to two components:

—accuracy of quantifying the pricing components for
player 2;

— taxation regularities in international cargo transpor-
tation.

The first limitation can be considered to be a short-
coming of this study because it is not possible to accurate-
ly determine magnitudes xl@ and, therefore, &52). These
magnitudes can only be determined applying some interval
estimates. Therefore, there is reason to consider them to be
fuzzy magnitudes, introducing the notion of uncertainty in
the assessment of input variables xl@. In this case, they must
be described by the membership functions while optimal
solutions must be found by using methods of fuzzy mathe-
matics [33]. Such solutions should be regarded as a prospect
for the further development of this study, they are possible
in principle, as they are in the plane of the formalized repre-
sentation of the problem. The situation with the second com-
ponent of constraints is much more difficult. To account for
them, a detailed analysis is needed in the aspect of legislative
regulation of international cargo transportation. This is due
to the fact that the magnitude of transportation costs and a
possibility for VAT reimbursement depend on the direction-
ality of transportation. That makes it important to consider
the fundamentals of taxation when importing goods to the
EU and when goods are exchanged within the EU.

8. 2. Constraints imposed by features of importing
the goods

Movement of goods China — EU, United States — the EU.

If goods are imported into the EU from outside the EU
(for example, from China, Russia, the United States, or an-
other country that is not in the EU), there is an import of
goods to the EU.

When importing goods, VAT is paid at the rate of the
country, which will perform customs clearance of the goods.
In addition to VAT, a corresponding customs duty is paid.

The size of customs duties is determined based on a uni-
form, adopted in the European Union, nomenclature, and
depends on several factors, primarily on the type of product,
where it was made, or where from the goods are supplied
(country of origin). Thus, there is always the possibility to
determine in advance the possible costs associated with
customs payments.

It is worth noting that the rate of customs duties in the
EU is uniform while the VAT rate is different in each coun-
try. It is also a significant factor when planning commercial
profitability of business activities. It should also be noted
that companies that have the EU registration as VAT payers
can claim the return of VAT paid, that is, the fact of customs
clearing could be a base for VAT reimbursement. Some EU
countries have regulations, according to which customs pro-
cedures can be performed without paying VAT, which means
it cannot be reimbursed. At the same time, customs duties
are payable on a mandatory basis, except in cases where the
duty rate is 0.



Especially important is the following aspect. VAT reim-
bursement is possible only in cases when a company is regis-
tered as a VAT payer. The European Union created a single
registry of companies that are VAT payers [34] (Table 8).

Table 8
VAT rates in the EU

product cost. These include, for example, the cost of logistics,
storage, etc.

In many ways, a product selling price when selling with-
in the EU countries, from a standpoint of its price competi-
tiveness, could be affected by the optimization of the income
tax as a result of the use of a corporate structure, registered
in a particular jurisdiction (Table 9).

Country Code Reduced rate Standard rate Table 9
Belgium BE 6/12 21 Income tax rates (profit tax) for the EU companies
Bulgaria BG 9 20
Czech Republic | CZ 10/15 21 Country Tax rate
Denmark DK - 25 Austria 25%
Germany DE 7 19 Belgium 29 % (25 % as of 2020)
Estonia EE 9 20 Bulgaria 10 %
Ireland IE 9/135 23 Croatia 18%
Greece EL 6/13 24 Cyprus 12.5%
Spain ES 10 21 Czech Republic 19 %
France FR 5.5/10 20 Denmark 22%
Croatia HR 5/13 25 Company income is not taxed until profits
Estonia are distributed. 20 % — only when profits are
Italy I 5/10 22 distributed as dividends.
Cyprus CY 5/9 19 Finland 20 %
Latvia LV 12 21 33.3 % (36.6 % exceeding €3.5M,
France o
Lithuania LT 5/9 21 15 % below €38
Luxembourg LU 8 17 Germany From 22.825 % H;Llcl)n%ziﬂiﬁt% depending on
Hungary HU 5/18 27 baty
ol T Y m Greece 29 %
halta d L g 21 Hungary 9%
NC/: . I:T 10/13 20 lialy 219 %
ustria / Company income is not taxed until profits
Poland PL 5/8 23 Latvia are distributed. 20 % — only when profits are
Portugal PT 6/13 23 distributed as dividends.
Romania RO 5/9 19 Liechtenstein 12.5 %
Slovenia SI 9.5 22 Lithuania 15 %
Slovakia SK 10 20 Netherlands From 20 % to 25 %
Finland FI 10/14 24 Norway 23 %
Sweden SE 6/12 25 Poland 19 %
United Kingdom | UK ) 20 Portugal 21 %
Slovakia 22 %
Turnover within the EU (movement of goods EU — EU). Slovenia 22 %
At turnover of goods within the EU, there is a possibil- Spain 25 %
ity to apply a 0 % VAT rate in accordance with EC Direc- Sweden 22 %
tive 2006/112/EC. However, it must be remembered that United Kingdom 19 %
the use of a 0 % tax rate is possible only subject to certain
conditions: Other types of taxes.

1. Goods must go from one EU country to another EU
country.

2. The seller must have a VAT registration in the country
wherefrom the goods are dispatched.

3. The buyer must have a VAT registration in the country
where the goods are supplied to.

Compliance with the specified conditions makes it pos-
sible to deliver goods within the EU without unnecessary
tax burden.

Income tax (profit tax).

Another important aspect of taxation in the context
of commercial activities is the issue related to corporate
income tax.

In different EU countries, the rate of this tax, and the tax
system itself, can differ greatly. The inclusion of this tax to
the product cost may affect its selling price, as an entrepre-
neur must add all the extra fees and associated costs to the

It should be noted that the issues related to business
process optimization should also take into consideration the
time of distribution of company’s profits in favor of its legal
owner or a beneficial owner (beneficiary). The rates of such
taxes vary depending on the country of residence of the ben-
eficiary and must take into consideration the tax liabilities in
connection with the application of international agreements
on the avoidance of double taxation.

Because there are no unified tax rates in the EU, an en-
trepreneur who wishes to conduct business in the territory
of the EU must very carefully address the issue of tax opti-
mization of business processes in the context of the planned
activity. Proper tax planning and knowledge of important
aspects of taxation will make it possible not to only reduce a
product selling price, but to also gain a competitive advan-
tage for the business in general. All this, along with taking
into consideration the features of logistics in international



transportation (technical-organizational, technological, fi-
nancial, and economic, legal), can be considered a prospect
for the further advancement of this study.

9. Conclusions

1. To assess the price of a product in the system “sup-
plier — consumer”, the notion of the [-level scale could be
introduced. Under such representation, a dimensionless
estimation of product pricing becomes possible, regardless
of its type or natural cash value. The price of a product in-
cludes 4 basic components: cost, transportation cost (total
cost of delivery), profit, value added tax (VAT). At level
[=0, scaling represents a transformation of actual values for
each component of pricing in the range [0; 1]. In this case,
the range of values for the output variable corresponds to
[0; 4]. At level [=1, scaling represents the normalization
of values for each pricing component that were pretreated
with scaling at level /=0, thus to convert these values into
the range of [~1; +1].

If relations between supplier 1 and supplier 2 are to be
represented by the concepts from the theory of strategy
games, then, to calculate the win of player 1, one can apply
universal regression equations. In this case, a matrix of the
game is formed in the following way: player 2 has 16 strat-
egies, in accordance with the plan of a full factorial exper-
iment N=2%, player 1 has three strategies, each of which is
formed as the maximally possible magnitude of win at three
levels of variation in the magnitude of its profit. A maximally
possible magnitude of the win is calculated as the difference
between a product price from player 2 and that from player 1,
and player 1 has 8 strategies, in accordance with the plan
of a full factorial experiment N=23. A special feature is that
the value for the win in the game’s matrix is defined by the
solution to the optimization problem based on the regression
equation that describes the impact of transportation cost,
profit, and a value-added tax (VAT) on the price of the game.
In this case, there are only locally optimal solutions derived

at the boundary of the planning region, because regression
equations are linear.

The obtained regression equations are universal, as
they are based on orthogonal plans in the planning region,
within which the actual values for the components of pricing
are guaranteed. The latter is ensured by the wide ranges
of varied factors [0.2; 1] for transportation costs, profits,
and VAT, as well as by a wide range of product cost for
player 2 —[0.5; 1] in the natural form, reduced to the product
cost of player 1.

The proposed variant of the game description showed
that we can argue about the game with a saddle point and
the net price of the game z=-0.5. Given that such a vari-
ant cannot suit player 1, it must seek, if not to win, then at
least to nullify its loss, under the most adverse strategies of
player 2. To assess this possibility, a mathematical model
was built in the space of factors — strategies of player 1 and
player 2 — an output variable in which is the win of player 1.
Based on this model, the optimization problem was solved,
which made it possible to establish that the strategy, imply-
ing the maximum magnitude of profit under conditions of a
lower price offered by player 2, is not acceptable for player 1.
Its choice is limited to the strategies that are close to alter-
native ones, when profit is chosen near its average value or a
profit is chosen near its minimum.

2. A predictive model of strategic opportunities for a
competitor in the system “supplier — consumer” is a universal
regression equation, on whose basis it is possible to quantify
the components of product pricing for player 2. This makes
it possible, by using the obtained system of universal equa-
tions for player 1, to adjust the price of its products based on
the magnitude of transportation costs and profits, or on the
magnitude of transportation costs and VAT. Quantitatively,
it is performed in such a way as to nullify the advantages of a
competitor. It is shown that the constraints for the obtained
solutions are linked to two factors: an assumption about the
accuracy in determining pricing components for player 2
and the existence of taxation patterns in international cargo
transportation.
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